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22 Disjunctive Scenarios of 
Catastrophic AI Risk

Kaj Sotala

INTRODUCTION

Working in security requires what has been termed “the security mindset” (Schneier 2008): an 
ability to look at an existing system and see how it might be compromised by a determined attacker. 
Similarly, work in AI safety requires an AI safety mindset, where people actively search for ways 
in which things could go wrong, rather than just assuming that a plausible-sounding idea for why 
things could go right is sufficient to make things safe (Arbital 2017).

Unfortunately, scenarios related to the risks of sophisticated AI (e.g., Yudkowsky 2008a, Bostrom 
2014, Sotala & Yampolskiy 2015) have not always been presented in a way that makes the need for 
an AI safety mindset maximally clear. A common criticism is that while these scenarios lay down 
an argument that is plausible, it is by no means inevitable and that refutation of any key premise 
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could avoid the scenario.* This is then taken to suggest that the whole analysis that suggested the 
scenario is fatally flawed and can be safely dismissed.

The appropriate response to such a criticism would be to chart out the different ways by which 
there could be a catastrophic outcome, to see whether or not the arguments for risk really do depend 
on easy-to-refute premises. However, aside from one notable exception (A. Barrett & Baum 2017a), 
there has been no attempt to systematically lay out the various enablers of catastrophe in a way that 
would make them easy to analyze.†

This chapter seeks to provide a broad look at the various ways in which the development of 
sophisticated AI could lead to it becoming powerful enough to cause a catastrophe. In particular, 
this chapter seeks to focus on the way that various risks are disjunctive—on how there are multiple 
different ways by which things could go wrong, any one of which could lead to disaster. In so doing, 
the chapter seeks to expand on existing work (A. Barrett & Baum 2017a) which has begun applying 
established risk analysis methodologies in the AI safety field (A. Barrett & Baum 2017b).

Our focus is on AI advanced enough to count as an AGI, or artificial general intelligence, rather 
than risks from “narrow AI,” such as technological unemployment (Brynjolfsson & McAfee 2011). 
However, it should be noted that some of the risks discussed—in particular, crucial capabilities 
related to narrow domains (see Section “MSA Enabler: Crucial Capabilities”)—could arise anywhere 
on the path from narrow AI systems to superintelligence.

The intent is not to deny or minimize the various positive aspects which could also result from 
the creation of AI, or to suggest that AI development should not be pursued. Rather, the intent is 
to enable the realization of AI’s positive potential, in the same manner that developing a better 
understanding of vulnerabilities related to computer security allows for the creation of safe and 
secure computer systems.

ENABLERS OF CATASTROPHE

Most arguments for risks from AI arise from the conjunction of two claims (Yudkowsky 2008a, 
Bostrom 2014, Sotala & Yampolskiy 2015), the capability claim and the value claim. This chapter 
is focused on examining various ways by which the capability claim could become true. A model 
of the value claim is outside the scope of this chapter, but see A. Barrett & Baum (2017a) for one.

 1. The capability claim: AI can become capable enough to potentially inflict major damage 
to human well-being.

 2. The value claim: AI may act according to values which are not aligned with those of 
humanity, and in doing so cause considerable harm.

These claims can be further broken down. An existing model of them is the ASI-PATH model 
(A. Barrett & Baum 2017a) (Figure 22.1). ASI-PATH focuses on analyzing pathways by which an AI 
may cause a catastrophe by becoming superintelligent via recursive self-improvement, with humans 
being unable to prevent it from taking unsafe actions.

The ASI-PATH model uses fault diagram conventions, with the undesired event (AI catastrophe) 
as the top node, followed by two nodes which would enable the top node if they were both true. 
These are the “ASI actions are unsafe” node, which corresponds to the value claim, and the “AI takes 
off, resulting in [Artificial Super-Intelligence] with [Decisive Strategic Advantage]” node, which 
corresponds to a specific form of the capability claim. This chapter seeks to expand upon ASI-PATH 
by considering more general forms of the capability claim.

* For example, Goertzel (2015) makes this criticism of Bostrom (2014): “What we find in Superintelligence are careful 
philosophical formulations arguing why terrible outcomes are possible, and then more practical discussions predicated 
on a ‘plan for the worst’ sort of attitude, and sweeping aside positive possibilities.”

† Yampolskiy (2015) also offers a taxonomy of how an AI may come to have values that are not aligned with human ones, 
but only offers a rough taxonomy rather than a more detailed analysis of causal routes.
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The capability claim is often formulated as the possibility of an AI achieving a decisive strategic 
advantage (DSA). While the notion of a DSA has been implicit in many previous works, the concept 
was first explicitly defined by Bostrom (2014, p. 78) as “a level of technological and other advantages 
sufficient to enable [an AI] to achieve complete world domination.”

However, assuming that an AI will achieve a DSA seems like an unnecessarily strong form of 
the capability claim, as an AI could cause a catastrophe regardless. For instance, consider a scenario 
where an AI launches an attack calculated to destroy human civilization. If the AI was successful 
in destroying humanity or large parts of it, but the AI itself was also destroyed in the process, this 
would not count as a DSA as originally defined. Yet, it seems hard to deny that this outcome should 
nonetheless count as a catastrophe.

Because of this, this chapter focuses on situations where an AI achieves (at least) a major strategic 
advantage (MSA), which we will define as “a level of technological and other advantages sufficient 
to pose a catastrophic risk to human society.” A catastrophic risk is one that might inflict serious 
damage to human well-being on a global scale and cause 10 million or more fatalities (Bostrom & 
Ćirković 2008).

Besides the obvious reasons for wanting to avoid an AI-caused catastrophic risk, we note that 
wide-scale destruction may contribute to global turbulence (Bostrom et al. 2016), a situation 
in which existing institutions are challenged, and coordination and long-term planning become 
more difficult. Global turbulence could then contribute to another out-of-control AI project failing 
even more catastrophically and causing even more damage. Thus, what was originally only a 
catastrophic risk may contribute to the development of further existential (Bostrom 2002, 2013; 
Sotala & Gloor, 2017) risks.

Much of the existing literature on AI safety has focused on examining scenarios where the AI 
achieves a DSA and analyzing the prerequisites for this. This is in many respects a sensible strategy, 
since if we are capable of handling an AI that could achieve a DSA we are most likely also capable 
of handling an AI that could achieve an MSA; assuming a more powerful AI is the conservative 
assumption (Yudkowsky 2001). Yet this strategy has the downside of possibly giving the impression 
of much of AI safety analysis being irrelevant if one finds the possibility of an AI acquiring a DSA to 
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FIGURE 22.1 Top layers of the ASI-PATH model. (Adapted from Barrett, A. M., and S. D. Baum. Journal of 
Experimental & Theoretical Artificial Intelligence: JETAI 29 no. 2, 2017a: 397–414.). These layers are designed 
as a fault tree, displaying various conditions which must all be true for an ASI catastrophe to occur. In the tree, 
ASI catastrophe occurs if (1) an AI takes off, resulting in ASI with DSA and (2) the ASI’s actions are unsafe, 
causing it to use its DSA in catastrophic ways. The bottom nodes indicate three cases which must all be true 
for the AI to take off, and another three cases which must all be true for the ASI’s actions to be unsafe. The full 
model contains additional layers than just the ones shown here; see A. Barrett & Baum (2017a) for more detail.
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be exceedingly unlikely. Some defenses might also be sufficient for preventing an AI from acquiring 
a DSA, without being sufficient for preventing it from getting an MSA.

WHEN WOULD A STRATEGIC ADVANTAGE BE ACTED UPON?

An AI having the capability to inflict major damage on human well-being mostly matters if it has a 
motive* to do so. (There is also the possibility of the AI intending to cooperate with humanity, but 
causing damage by accident; this is beyond the scope of the present analysis.) While a full analysis 
of the value claim is outside the scope of this chapter, it cannot be entirely distinguished from the 
capability claim, as an AI’s values also affect the threshold of capability at which it is rational for it 
to act against humanity. As we will discuss, some values and situations make it more likely for the 
AI to take hostile action even when it is less capable.

Two main reasons for an AI to take action that caused damage to humanity would be:

• It had goals which neglected human well-being, and it would damage humanity in the 
pursuit of this goal, such as by disassembling human cities for their raw materials; “The AI 
neither hates you, nor loves you, but you are made out of atoms that it can use for something 
else” (Yudkowsky 2008a, p. 333).

• It expected humans to take action against it and prevent it from fulfilling its goals, in which 
case defending itself—or launching a preemptive attack—would be a rational course of 
action, as this would allow it to actually carry out its goals (Omohundro 2007, 2008). This 
might be the case even if the AI had a goal which did take elements of human well-being 
into account if the AI had reason to believe that humans would nonetheless object to this 
goal being carried out.†

The exact goals that an AI has influence the level of capability that it needs for human-hostile 
actions to be a rational strategy. An AI which cares mainly about some narrow goal may be willing 
to destroy human civilization in order to make sure that a potential threat to it is eliminated. This 
ensures that it can go on pursuing its goal unimpeded. However, an AI which was programmed to 
maximize something like the “happiness of currently-living humans” may be much less willing to 
risk substantial human deaths.‡ This would force it to focus on less destructive takeover methods, 
potentially requiring more sophisticated abilities.

In effect, the AI’s values determine the level of capability that it needs to have for hostile action 
to be a viable strategy. A simplified model (Shulman 2010) is that an AI that believes itself having 
probability P of being successful if it initiates aggression and to have an expected utility EU(Success) 
if successful, EU(Failure) if it fails, and EU(Cooperation) if it desists from aggression and continues 
to cooperate, will rationally initiate aggression when

 P EU(Success) P EU(Failure) EU(Cooperation)× + − × >( )1

* The term “motive” is used here in a general sense, and should not be taken as the claim that an AI would have a human-like 
motivational system. Rather than making any assumptions of the underlying mechanisms in the AI, we are assuming that 
its behavior can be usefully predicted by assuming an intentional stance (Dennett 1971, 2009), where a system’s behavior 
is assumed to be explainable in terms of goals and beliefs. For example, even though the calculations of a chess-playing 
computer have practically nothing in common with human thought, its moves can still be effectively predicted by assuming 
that it “wants” to win at chess and “knows” the rules of chess. This gives rise to the prediction that it will always choose, 
from the list of viable moves, one which best furthers the goal of winning the game. Even though the best move may not 
be obvious, adopting the intentional stance still allows the human observer to improve on their predictions of what the 
computer would do, by eliminating obvious bad moves. (ibid)

† This could happen, for example, if humans were uncertain of whether the AI’s goals really did take into account everything 
of value to humans.

‡ An AI which was simply seeking to maximize human happiness in general might be willing to sacrifice all currently 
living humans, if it thought that this allowed it to create more happy humans later on.
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This might be taken to suggest that an AI would primarily launch an attack if it had, or thought 
it could acquire, a DSA and could thus establish dominion over humans. However, even an AI with 
only an MSA might take hostile action, employing measures such as extortion and the threat of more 
limited damage in order to acquire more resources or shift the world in a more favorable direction. 
Among other possibilities, this could happen:

• If the AI had been released to act autonomously and believed that it could not be tracked 
down (see Sections “The Technical Challenge” through “Voluntarily Released Due to 
Desperation” for a discussion of ways in which an AI might either escape or be voluntarily 
released by its creators).

• If the AI had allies which would protect it from retaliation (see Section “MSA Enabler: 
Crucial Capabilities” for a discussion of social manipulation abilities and Section “The 
Social Challenge” for ways by which an autonomous AI might have human allies).

• If the AI controlled a human organization which could not be attacked without enormous 
collateral damage (see Sections “DSA/MSA Enabler: Power Gradually Shifting to AIs” 
and “The AI Remains Contained, but Ends up Effectively in Control Anyway” for an AI 
acquiring control of a human organization).

• If there were already more powerful AI systems taking actions and the AI believed itself 
to be a low priority for retaliation (see Section “Notes on Single versus Multiple AIs” for 
discussion of multiple AIs).

Regardless of the scale of the aggression, the AI’s behavior is also affected by various other 
situational considerations. For instance, an AI might be disinclined to cause damage because it 
thought there would be too much collateral damage to the things it valued, because it did not consider 
itself capable of surviving the resulting retaliation, or because it estimated that the resulting damage 
on infrastructure also deprived it of the resources (such as electricity) that it needed in order to 
survive.

Attacks also differ in the extent to which they can be selectively targeted. Traditional firearms 
can be aimed selectively, whereas pandemics potentially threaten all the members of a species. To 
the extent that the AI needs to rely on the human economy to produce resources that it needs to 
survive, attacks threatening the economy also threaten the AI’s resources. These resources are in 
a sense shared between the AI and humanity, so any attacks which cause indiscriminate damage 
on those resources are dangerous for both. The more the AI can design attacks which selectively 
deprive resources from its opponents, the lower the threshold it has for using them. More advanced 
capabilities at rebuilding infrastructure would also allow an AI to launch a more indiscriminate 
attack. An AI that was capable of building more advanced infrastructure than the existing one 
might also disregard damage to the current infrastructure, if it was planning to demolish most of 
the existing one anyway.

The balance of these calculations could be shifted if the AI thought itself in danger of being 
destroyed by humans even though it was cooperating (lowering the expected utility of cooperation). 
Self-preservation is an instrumental goal for many different values, because an agent that exists is 
better capable of furthering most values than an agent which does not exist (Omohundro 2007, 2008, 
Bostrom 2012).* An AI which was in imminent danger of being destroyed could rationally launch 
a counterattack, even risking large amounts of destruction, as long as it estimated that the expected 
value of a scenario where the counterattack enabled it to survive and further its values outweighed 
the damage caused by the counterattack. This would be a particularly compelling motivator if the AI 
had idiosyncratic values which it thought very unlikely to be promoted by other agents. If there were 
multiple AI projects in existence, and the AI believed that one of the other projects could acquire 

* An example of a value which did not have self-preservation as an instrumental goal would be the AI wanting (for whatever 
reason) to destroy itself.
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a DSA first, it would have a reason to risk an earlier attack (see Section “Notes on Single versus 
Multiple AIs” for discussion of multiple AIs). There have also been proposals for designing an AI’s 
values in ways which explicitly make it less worthwhile to act in hostile ways.*

The preceding analysis assumes that the AI chooses its actions rationally. Irrationality might seem 
like it would prevent an AI from becoming very capable, but like humans, an AI might be rational 
in some respects while being irrational in others. It could also be rational for the AI to precommit to 
act in seemingly irrational ways, such as by choosing to irrationally ignore threats in order to make 
it less profitable for others to try to threaten it (Parfit 1984, Section 5). The main consideration that 
emerges from potential irrationality is that one cannot simply rely on the AI not causing damage, 
even if that would be a rational way for it to behave. Of course, irrationality could also cause an AI 
to avoid doing damage in a situation where it was rational for it to do so (Table 22.1).

ENABLERS OF CATASTROPHIC CAPABILITY

We will consider four rough scenarios that could give an AI either a DSA or an MSA: individual 
takeoff scenarios (with three main subtypes), collective takeoff scenarios, scenarios where power 
slowly shifts over to AI systems, and scenarios in which an AI being good enough at some crucial 
capability gives it an MSA/DSA.

* Shulman (2010) proposes a design which attains near-maximal utility from receiving a constant reward signal from 
humans; doing anything which would endanger humans turning this reward signal off would thus risk most of the AI’s 
utility and disincentivize it from taking hostile action. Bostrom (2014) discusses the possibility of tying the AI’s reward 
function into a stream of pre-generated cryptographic tokens, which could easily be destroyed in case the AI took hostile 
action; taking hostile action would then only be a viable strategy if the AI could be very sure of being able to seize the 
store of tokens before it could be destroyed. A high discount rate, making the AI prioritize near-term rewards over long-
term ones, might also prevent it from taking actions which did not directly contribute to rewards (Shulman 2010). An AI 
which has some other form of a “trivial” or easy to fulfill goal, or which has an explicit goal of being low impact and not 
having a major influence on the world (Armstrong & Levinstein 2017), would also find it more beneficial to cooperate and 
avoid counteraggression. All of these proposals are currently speculative, and it is unclear how well they will work.

TABLE 22.1
Factors Influencing an AI’s Probability of Acting Contrary to Human Interests

Factors Making an Attack More Likely Factors Making an Attack Less Likely

High subjective probability of success, or expectation of little 
retaliation on failure

Low subjective probability of success and 
expectation of subsequent retaliation

Protected from retaliation by allies or control of a powerful 
organization

Unwillingness to lose allies or control of an 
organization due to retaliation

Goal that disregards currently living humans Goal that values currently living humansa

Ability to hide from retaliation Inability to relocate or hide from retaliation

Ability to launch attacks that avoid damaging key infrastructure or 
other valuable targets

Ability to only launch indiscriminate attacks

Risk of imminent destruction Easily satiable or trivial values

Advanced ability to build or rebuild infrastructure Low-impact goals

High levels of existing automation reducing reliance on human workers

Existence of other AIs which might acquire a DSA first

Irrationality Irrationality

a Depending on the degree to which currently living humans are valued: “capture, don’t kill” could be implied by some 
seemingly beneficial goals (Williamson 1947), though even goals which “only” disallow human deaths are harder to 
achieve than goals which allow for more collateral damage.
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The likelihood of each of these either succeeding or failing is also affected by how cooperative 
humans are. While a possible scenario is one where an AI is entirely on its own and has to prevent 
its creators from shutting it down, there are also a variety of possible scenarios (discussed in Section 
“The AI Gaining the Power to Act Autonomously”) where the AI has the partial or full cooperation 
of its creators, at least up to a certain point. These would affect the probability of each of the below 
scenarios coming true; a scenario in which a prototype AI has to avoid its programmers from 
shutting it down is very different from one where the programmers are certain of it being safe and 
voluntarily help it undergo a takeoff, especially if they also have the resources of a major corporation 
or nation-state at their disposal.

dsa enabLeRs: takeoFF sCenaRios

A “takeoff” (Bugaj & Goertzel 2007) is a process by which an AI becomes much more capable than 
humanity. In a soft takeoff, this happens on a time scale that allows ongoing human interaction, 
whereas in a hard takeoff, there will be some inflection point after which the AI will increase in 
capability very quickly, breaking out of effective human control.

It is worth noting that a hard takeoff does not presuppose that an AI becomes very capable 
immediately after being created (however, the moment of its creation is defined). A hard takeoff 
scenario may include an extended period of gradual improvement until some key level of capability 
is met, after which the AI undergoes a rapid increase in its capabilities.

Many previous discussions (e.g., Yudkowsky 2008a, Bostrom 2014, Sotala 2017) have focused on 
analyzing the possibility of a hard takeoff. While this is not the only possible scenario by which an 
AI might become capable, it is the one that leaves the least possibility to fix anything that goes wrong.

Bearing in mind that an excessive focus on hard takeoff scenarios may hide the fact that a hard 
takeoff may not be necessary for an AI to achieve either an MSA or a DSA, we will first consider 
hard takeoff scenarios and then other capability enablers.

DSA Enabler: Individual Takeoff
An “individual takeoff” is one where a single AI manages to become so powerful as to entirely dominate 
humanity. Three rough paths for this have been proposed in the literature: a hardware overhang 
(“more AI”), a speed explosion (“faster AI”), and an intelligence explosion (“smarter AI”) (Sotala & 
Yampolskiy 2015); Bostrom (2014) discusses these under the terms collective superintelligence, speed 
superintelligence, and quality superintelligence, respectively. It should be noted that these paths are by 
no means mutually exclusive: on the contrary, one of them happening may enable another also to happen.

Hardware Overhang
In a hardware overhang scenario (Yudkowsky 2008b, Shulman & Sandberg 2010), hardware develops 
faster than software, so that we’ll have computers with more computing power than the human brain 
does, but no way of making effective use of all that power. If someone then developed an algorithm 
for general intelligence that could make effective use of that hardware, we might suddenly have an 
abundance of cheap hardware that could be used for running thousands or millions of AIs. These AIs 
might or might not be superintelligent, but the sheer number of them would allow them to carry out 
coordinated operations on a massive scale. If a single AI took advantage of this potential to produce 
large numbers of copies or subagents of itself, it would allow for an individual takeoff.* Otherwise 
this would make for a collective takeoff, discussed below.

* The degree of intelligence required for this is unclear. Moving from a centralized AI to a distributed system consisting 
of coordinating subagents may require sophisticated design abilities, but simply copying the original AI would not. Such 
copies might not coordinate optimally with each other, but if they lacked self-interest and were focused on a common 
goal, they might still coordinate more effectively than groups of humans, whose cooperation is hampered by individual 
(Olson 1965) and subgroup (DeScioli & Kurzban 2013; Greene 2013) self-interest. The AI might also have been designed 
as a distributed system from the onset.
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A hardware overhang may effectively happen even if AI was hardware-constrained at first: the 
first AIs may require large amounts of hardware, with further optimizations quickly bringing the 
hardware requirements down. Looking at recent progress in AI, the initial approach for learning Atari 
2600 games (Mnih et al. 2015) used specialized hardware in the form of a GPU, but an alternative 
approach was released only a year later which used a standard CPU and achieved better results using 
a shorter training time (Mnih et al. 2016). In addition to suggesting that software optimizations 
could rapidly increase the amount of AIs that could be run, the fact that speed and performance also 
improved highlights the possibility of a hardware overhang scenario also contributing to the speed 
explosion and intelligence explosion scenarios, as discussed below.

Speed Explosion
In a speed explosion (Solomonoff 1985, Yudkowsky 1996, Chalmers 2010) scenario, intelligent 
machines design increasingly faster machines. A hardware overhang might contribute to a speed 
explosion, but is not required for it. An AI running at the pace of a human could develop a second 
generation of hardware on which it could run at a rate faster than human thought. It would then require 
a shorter time to develop a third generation of hardware, allowing it to run faster than on the previous 
generation, and so on. At some point, the process would hit physical limits and stop, but by that time 
AIs might come to accomplish most tasks at far faster rates than humans, thereby achieving dominance. 
In principle, the same process could also be achieved via improved software, as discussed above.

The extent to which the AI needs humans in order to produce better hardware will limit the pace 
of the speed explosion, so a rapid speed explosion requires the ability to automate a large proportion 
of the hardware manufacturing process. However, this kind of automation may already be achieved 
by the time that AI is developed. The more automation there is, the faster an AI takeover can happen.

If the level of security for the hardware is good, then speed explosion scenarios in which the AI 
breaks into manufacturing systems and seizes control of them become less likely. On the other hand, 
there are possible paths (discussed in Section “The AI Gaining the Power to Act Autonomously”) in 
which the AI is given legitimate control to various resources. Having good security for automated 
factories does not help if the AI is the one running them, or if it can rent access to them on the open 
market and has sufficient money for doing so.

A speed explosion could also contribute to hardware overhang and an intelligence explosion by 
allowing for more efficient or otherwise better algorithms to be found in a shorter time.

Intelligence Explosion
In an intelligence explosion (Good 1965, Chalmers 2010, Bostrom 2014), an AI figures out how to 
create a qualitatively smarter AI and that smarter AI uses its increased intelligence to create still 
more intelligent AIs, and so on, such that the intelligence of humankind is left far behind and the 
machines achieve dominance.

For many domains, there exist limits to prediction from the combinatorial explosions that follow 
from attempting to forecast increasingly into the future; and in, for example, weather modeling, 
forecasters can only access a limited amount of initial observations relative to the weather system’s 
degrees of freedom (Buizza 2002). However, even if a superintelligent AI was unable to predict every 
future event accurately, it could still react to the event and predict its likely consequences better than 
humans could. Tetlock & Gardner (2015) review and discuss the ability of certain human forecasters 
(“superforecasters”) to predict world events with considerable accuracy; on unpredictable “black 
swan” (Taleb 2007) events, they write (Tetlock and Gardner 2015, Kindle loc. 3614)

We may have no evidence that superforecasters can foresee events like those of September 11, 2001, but 
we do have a warehouse of evidence that they can forecast questions like: Will the United States threaten 
military action if the Taliban don’t hand over Osama bin Laden? Will the Taliban comply? Will bin Laden 
flee Afghanistan prior to the invasion? To the extent that such forecasts can anticipate the consequences 
of events like 9/11, and these consequences make a black swan what it is, we can forecast black swans.
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Sotala (2017), based on a review of the literature on human expertise and intelligence, finds 
that in humans, expertise is based on developing mental representations which allow experts to 
understand different situations and either instantly know the appropriate action for a given situation, 
or carry out a mental simulation of how a situation might develop and what should be done in 
response. Such expertise is enabled by a combination of two subabilities: pattern recognition and 
mental simulation.

Sotala (2017) argues that an AI could improve on both subabilities. Superhuman mental 
simulation ability could be achieved by a combination of running larger simulations taking more 
factors into account, and also by having several streams of attention which could investigate 
multiple alternatives in parallel, exploring many different perspectives and causal factors at once. 
Running accurate mental simulations would also require good mental representations to form the 
basic building blocks of the simulations. Among humans, there are cognitive differences which 
allow some people to learn and acquire accurate mental representations faster than others, and 
these seem to come down to factors such as working memory capacity, attention control, and long-
term memory. These might be improved upon via a combination of hardware improvements and 
theoretical computer science. In humans, improvements in intelligence seem to provide further 
benefits across the whole documented range of intelligence differences, and it seems likely that 
various evolutionary constraints have bottlenecked human intelligence far below what might be 
the theoretical maximum.

With regard to limits on prediction from the inherent uncertainty of the world, Sotala (2017, p. 12) 
acknowledges the existence of such limits, but argues that

…it looks that even though an AI system couldn’t make a single superplan for world conquest right 
from the beginning, it could still have a superhuman ability to adapt and learn from changing and novel 
situations, and react to those faster than its human adversaries. As an analogy, experts playing most 
games can’t precompute a winning strategy right from the first move either, but they can still react and 
adapt to the game’s evolving situation better than a novice can, enabling them to win.

An intelligence explosion could also contribute to a speed explosion and to hardware overhang, 
if the AI’s increased intelligence enabled it to find algorithms which were most efficient in terms of 
enabling more AI systems to be run with the same hardware (hardware overhang), or allowing them 
to be run faster (speed explosion).

DSA Enabler: Collective Takeoff with Trading AIs
Vinding (2016; see also Hanson & Yudkowsky 2013) argues that much of seemingly individual 
human intelligence is in fact based on being able to tap into the distributed resources, both material 
and cognitive, of all of humanity. Thus, it may be misguided to focus on the point when AIs achieve 
human-level intelligence, as collective intelligence is more important than individual intelligence. 
The easiest way for AIs to achieve a level of capability on par with humans would be to collaborate 
with human society and use its resources peacefully.

Similarly, Hall (2008) notes that even when a single AI is doing self-improvement (such as by 
developing better cognitive science models to improve its software), the rest of the economy is also 
developing better such models. Thus it’s better for the AI to focus on improving at whatever thing it 
is best at, and keep trading with the rest of the economy to buy the things that the rest of the economy 
is better at improving.

However, Hall notes that there could still be a hard takeoff, once enough AIs were networked 
together: AIs that think faster than humans are likely to be able to communicate with each other, and 
share insights, much faster than they can communicate with humans. As a result, it would always be 
better for AIs to trade and collaborate with each other than with humans. The size of the AI economy 
could grow quite quickly, with Hall (p. 464) suggesting a scenario that goes “from […] 30,000 human 
equivalents at the start, to approximately 5 billion human equivalents a decade later.” Thus, even if 
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no single AI could achieve a DSA by itself, a community of them could collectively achieve one, as 
that community developed to be capable of everything that humans were capable of.*

dsa/msa enabLeR: PoweR gRaduaLLy sHiFting to ais

The historical trend has been to automate everything that can be automated, both to reduce costs and 
because machines can do things better than humans can. Any kind of a business could potentially 
run better if it were run by a mind that had been custom-built for running the business—up to and 
including the replacement of all the workers with one or more with such minds. An AI can think 
faster and smarter, deal with more information at once, and work for a unified purpose rather than 
have its efficiency weakened by the kinds of office politics that plague any large organization. 
Some estimates already suggest that half of the tasks that people are paid to do are susceptible to 
being automated using techniques from modern-day machine learning and robotics, even without 
postulating AIs with general intelligence (Frey & Osborne 2013, Manyika et al. 2017).

The trend toward automation has been going on throughout history, doesn’t show any signs of 
stopping, and inherently involves giving the AI systems whatever agency they need in order to run the 
company better. There is a risk that AI systems that were initially simple and of limited intelligence 
would gradually gain increasing power and responsibilities as they learned and were upgraded, until 
large parts of society were under AI control.

msa enabLeR: CRuCiaL CaPabiLities

For discussing MSAs, a key question is the capability threshold for inflicting catastrophic damage. 
An AI could be a catastrophic risk if its offensive capabilities in some crucial domain were sufficient 
to overwhelm existing defenses.

As we briefly discussed in Section “When Would a Strategic Advantage be Acted Upon?”, 
assuming that the AI was rational, choosing to cause such damage would require a sensible motive; 
but as with humans, there could be a range of motives that would make hostile action a reasonable 
strategy, such as extortion, the desire to assist an ally, or mounting a first strike against another AI or 
group which might otherwise be expected to obtain a DSA. Depending on the goals and on whether 
the AI had allies, conducting a follow-up to an attack enabled by crucial capabilities might require 
additional capabilities, such as rebuilding after destroying key infrastructure.

It is important to note that causing catastrophic damage probably does not even require superhuman 
capabilities (Torres 2016, 2017, Chapter 4). For instance, it seems possible that a sufficiently determined 
human attacker could already cause major damage on a society via electronic warfare. Although there 
have not yet been cyberattacks that would have been reported to directly cause deaths, several have caused 
physical damage or disruption to emergency services. In May of 2017, the “WannaCry” ransomware 
worm was reported to have infected over 230,000 computers in over 150 countries (Ehrenfeld 2017), 
causing disruption to crucial services such as health care (Gayle et al. 2017). In 2016, three substations in 
the Ukrainian power grid were reported to have been disconnected by a malware attack, leaving about 
half of the homes in a region with 1.3 million inhabitants temporarily without electricity (Goodin 2016). 
A previous cyberweapon, Stuxnet, also had a physical target in the form of industrial centrifuges, which 
it managed to successfully damage (Chen & Abu-Nimeh 2011). Various studies have found enormous 
numbers of industrial control systems, controlling operations at installations such as banks and hospitals, 
exposed directly to the Internet with no protection (Kiravuo et al. 2015).

The U.S. and Russian governments could probably already wipe out most of humanity using nuclear 
weapons. The Soviet Union also had an extensive biological warfare program, with an annualized 
production capability of 90–100 tons of weaponized smallpox, as well as having genetically engineered 

* Though whether one can draw a meaningful difference between an “individual AI” and a “community of AIs” is somewhat 
unclear. AI systems might not have an individuality in the same sense as humans do, especially if they have a high 
communication bandwidth relative to the amount of within-node computation.
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diseases to resist heat, cold, and antibiotics (USAMRIID 2014), which could have caused enormous 
death tolls if used. The development of genetic engineering and synthetic biology have also enabled the 
creation of biological agents far more deadly than what could ever evolve naturally (ibid, pp. 150–153). 
That none of these scenarios has come true so far is due to the values of the humans in key positions, 
not because inflicting massive damage would inherently require superhuman capability.

In the domain of social manipulation, modern-day machine learning has been used to create 
predictions based on people’s Facebook “likes” that are more accurate than the predictions made by 
their friends using a personality questionnaire (Youyou et al. 2015), and “likes” have also been used 
to accurately predict private traits such as sexual orientation (Kosinski et al. 2013). Some reports in 
the popular press have alleged that the marketing company Cambridge Analytica’s use of AI-driven 
marketing played a major role in the U.S. 2016 presidential election and the United Kingdom’s 2016 
European Union membership referendum (Grassegger & Krogerus 2017). While the truth of this claim 
remains an open question, and has been called into question (Taggart 2017), it is suggestive of the 
kind of power that AI capable of more sophisticated social modeling and manipulation might have, 
raising the possibility of a world where the outcomes of national elections were decided by AI systems.

In general, some plausible capabilities which might enable an MSA include biological warfare 
(developing and releasing biological plagues), cyberwarfare (attacking systems running key 
infrastructure), and social manipulation (persuading sufficiently many humans to do the AI’s will; 
even just a single human could cause catastrophic damage, if that human was, e.g., the head of a 
state). Note that similarly as with takeoff enablers, having one capability may contribute to others: 
for example, an AI capable of social manipulation may leverage it to find collaborators capable in the 
other domains, and cyberwarfare may yield compromising information which assists in blackmailing 
people or collecting information about human behavior.

Putting dsa/msa enabLeRs togetHeR

Figure 22.2 summarizes the different pathways to catastrophe discussed above. Any one of a speed 
explosion, intelligence explosion, or hardware overhang could contribute to an individual takeoff, 
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FIGURE 22.2 Different routes by which an AI could acquire a DSA or a MSA, thereby leading to catastrophe. 
The connections between the nodes are OR gates (left out to reduce clutter): for example, hardware overhang 
may follow either from an initial algorithmic breakthrough OR later optimizations. As discussed in the text, 
each one of hardware overhang, speed explosion, and intelligence explosion may contribute to the two others; 
this is indicated by the box surrounding them. The same is true for the different crucial capabilities.
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with a single AI achieving immense capability. A hardware overhang could also contribute to a 
collective takeoff, with the spare hardware capability allowing large amounts of AI systems to be 
created in a short time, those systems then beginning to trade with each other and soon collectively 
outpacing humanity. The “trading AIs” node, another enabler of a collective takeoff, represents 
a scenario which is otherwise similar but in which there is no hardware overhang, and where the 
different AIs are built over a longer period, until they have reached the level of capability necessary 
for a collective takeoff. Either form of takeoff could give AIs a DSA. AIs could also achieve a DSA 
if humans voluntarily gave them enough power.

If AIs had been given some amount of power, but not enough to achieve a DSA, they could still 
achieve an MSA. Also, even a single AI which was not powerful enough to achieve a DSA could 
achieve an MSA if it was sufficiently capable at some crucial offensive capability.

THE AI GAINING THE POWER TO ACT AUTONOMOUSLY

For an AI to pose a threat to humanity, it needs to have a way of affecting the world and causing a 
catastrophe. A common proposal for limiting the AI’s power is to attempt to somehow restrict the 
AI’s ability to communicate with and influence the world, generally known as “confinement” or “AI 
boxing” (Chalmers 2010, Armstrong et al. 2012, Yampolskiy 2012, Bostrom 2014).

Challenges to confinement are twofold. First, there is the technical challenge of confining the AI in 
such a way that it is unable to escape, but is still capable of providing useful information. Additionally, 
confinement involves a social dimension, where decision makers may have various incentives to relax 
the confinement safeguards or even release the AI entirely, even if it was technically possible to keep 
it contained (Sotala & Yampolskiy 2015). For confinement to be successful, both the technical and 
social requirements have to be met.

tHe teCHniCaL CHaLLenge

A common response is that a sufficiently intelligent AI will somehow figure out a way to escape, either 
by social engineering or by finding an exploitable weakness in the physical security arrangements. 
This possibility has been extensively discussed in a number of papers, including Chalmers (2010) 
and Armstrong, Sandberg, & Bostrom (2012). Writers have generally been cautious about making 
strong claims of our ability to keep a mind much smarter than ourselves contained against its will. 
However, with cautious design, it may still be possible to design an AI combining some internal 
motivation to stay contained, with a number of external safeguards monitoring the AI.

tHe soCiaL CHaLLenge

AI confinement assumes that the people building it, and the people that they are responsible to, 
are all motivated to actually keep the AI confined. If a group of cautious researchers builds and 
successfully contains their AI, this may be of limited benefit if another group later builds an AI that 
is intentionally set free. Reasons for releasing an AI may include (i) economic benefit or competitive 
pressure, (ii) ethical or philosophical reasons, (iii) confidence in the AI’s safety, and (iv) desperate 
circumstances such as being otherwise close to death. We will discuss each in turn below.

Voluntarily Released for Economic Benefit or Competitive Pressure
As discussed above under “power gradually shifting to AIs,” there is an economic incentive to 
deploy AI systems in control of corporations. This can happen in two forms: either by expanding the 
amount of control that already-existing systems have, or alternatively by upgrading existing systems 
or adding new ones with previously-unseen capabilities. These two forms can blend into each other. 
If humans previously carried out some functions which are then given over to an upgraded AI which 
has become recently capable of doing them, this can increase the AI’s autonomy both by making it 
more powerful and by reducing the amount of humans that were previously in the loop.



327Disjunctive Scenarios of Catastrophic AI Risk

As a partial example, the U.S. military is seeking to eventually transition to a state where the 
human operators of robot weapons are “on the loop” rather than “in the loop” (Wallach & Allen 
2013). In other words, whereas a human was previously required to explicitly give the order before 
a robot was allowed to initiate possibly lethal activity, in the future humans are meant to merely 
supervise the robot’s actions and interfere if something goes wrong. While this would allow the 
system to react faster, it would also limit the window that the human operators have for overriding 
any mistakes that the system makes. For a number of military systems, such as automatic weapons 
defense systems designed to shoot down incoming missiles and rockets, the extent of human 
oversight is already limited to accepting or overriding a computer’s plan of actions in a matter 
of seconds, which may be too little to make a meaningful decision in practice (Human Rights 
Watch 2012).

Sparrow (2016) reviews three major reasons which incentivize major governments to move toward 
autonomous weapon systems and reduce human control:

 1. Currently existing remotely piloted military “drones,” such as the U.S. Predator and Reaper, 
require a high amount of communications bandwidth. This limits the amount of drones that 
can be fielded at once, and makes them dependent on communications satellites which not 
every nation has, and which can be jammed or targeted by enemies. A need to be in constant 
communication with remote operators also makes it impossible to create drone submarines, 
which need to maintain a communications blackout before and during combat. Making the 
drones autonomous and capable of acting without human supervision would avoid all of 
these problems.

 2. Particularly in air-to-air combat, victory may depend on making very quick decisions. 
Current air combat is already pushing against the limits of what the human nervous system 
can handle: further progress may be dependent on removing humans from the loop entirely.

 3. Much of the routine operation of drones is very monotonous and boring, which is a major 
contributor to accidents. The training expenses, salaries, and other benefits of the drone 
operators are also major expenses for the militaries employing them.

Sparrow’s arguments are specific to the military domain, but they demonstrate the argument that 
“any broad domain involving high stakes, adversarial decision making, and a need to act rapidly is 
likely to become increasingly dominated by autonomous systems” (Sotala & Yampolskiy 2015, p. 18). 
Similar arguments can be made in the business domain: eliminating human employees to reduce costs 
from mistakes and salaries is something that companies would also be incentivized to do, and making 
a profit in the field of high-frequency trading already depends on outperforming other traders by 
fractions of a second. While the currently existing AI systems are not powerful enough to cause global 
catastrophe, incentives such as these might drive an upgrading of their capabilities that eventually 
brought them to that point.

In the absence of sufficient regulation, there could be a “race to the bottom of human control” 
where state or business actors competed to reduce human control and increased the autonomy of 
their AI systems to obtain an edge over their competitors (see also Armstrong et al. 2016 for a 
simplified “race to the precipice” scenario). This would be analogous to the “race to the bottom” in 
current politics, where government actors compete to deregulate or to lower taxes in order to retain 
or attract businesses.

AI systems being given more power and autonomy might be limited by the fact that doing this 
poses large risks for the actor if the AI malfunctions. In business, this limits the extent to which 
major, established companies might adopt AI-based control, but incentivizes startups to try to 
invest in autonomous AI in order to outcompete the established players. In the field of algorithmic 
trading, AI systems are currently trusted with enormous sums of money despite the potential to make 
corresponding losses—in 2012, Knight Capital lost $440 million due to a glitch in their trading 
software (Popper 2012, Securities and Exchange Commission 2013). This suggests that even if a 
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malfunctioning AI could potentially cause major risks, some companies will still be inclined to 
invest in placing their business under autonomous AI control if the potential profit is large enough.

U.S. law already allows for the possibility of AIs being conferred a legal personality, by putting 
them in charge of a limited liability company. A human may register a limited liability corporation 
(LLC), enter into an operating agreement specifying that the LLC will take actions as determined 
by the AI, and then withdraw from the LLC (Bayern 2015). The result is an autonomously acting 
legal personality with no human supervision or control. AI-controlled companies can also be created 
in various non-U.S. jurisdictions; restrictions such as ones forbidding corporations from having no 
owners can largely be circumvented by tricks such as having networks of corporations that own each 
other (LoPucki 2017). A possible start-up strategy would be for someone to develop a number of AI 
systems, give them some initial endowment of resources, and then set them off in control of their 
own corporations. This would risk only the initial resources, while promising whatever profits the 
corporation might earn if successful. To the extent that AI-controlled companies were successful in 
undermining more established companies, they would pressure those companies to transfer control 
to autonomous AI systems as well.

Voluntarily Released for Purposes of Criminal Profit or Terrorism
LoPucki (2017) argues that if a human creates an autonomous agent with a general goal such as 
“optimizing profit,” and that agent then independently decides to, for example, commit a crime 
for the sake of achieving the goal, prosecutors may then be unable to convict the human for the 
crime and can at most prosecute for the lesser charge of reckless initiation. LoPucki holds that this 
“accountability gap,” among other reasons, assures that humans will create AI-run corporations.

Furthermore, LoPucki (2017, p. 16) holds that such “algorithmic entities” could be created 
anonymously and that them having a legal personality would give them a number of legal rights, 
such as being able to “buy and lease real property, contract with legitimate businesses, open a bank 
account, sue to enforce its rights, or buy stuff on Amazon and have it shipped.” If an algorithmic 
entity was created for a purpose such as funding or carrying out acts of terrorism, it would be free 
from social pressure or threats to human controllers:

In deciding to attempt a coup, bomb a restaurant, or assemble an armed group to attack a shopping center, 
a human-controlled entity puts the lives of its human controllers at risk. The same decisions on behalf 
of an AE risk nothing but the resources the AE spends in planning and execution (LoPucki 2017, p. 18).

While most terrorist groups would stop short of intentionally destroying the world, thus posing at 
most a catastrophic risk, not all of them necessarily would. In particular, ecoterrorists who believe 
that humanity is a net harm to the planet, and religious terrorists who believe that the world needs to 
be destroyed in order to be saved, could have an interest in causing human extinction (Torres 2016, 
2017, Chapter 4).

Voluntarily Released for Aesthetic, Ethical, or Philosophical Reasons
A few thinkers (such as Gunkel 2012) have raised the question of moral rights for machines, and 
not everyone necessarily agrees on AI confinement being ethically acceptable. The designer of a 
sophisticated AI might come to view it as something like their child, and feel that it deserved the 
right to act autonomously in society, free of any external constraints.

Voluntarily Released due to Confidence in the AI’s Safety
For a research team to keep an AI confined, they need to take seriously the possibility of it being 
dangerous. Current AI research doesn’t involve any confinement safeguards, as the researchers 
reasonably believe that their systems are nowhere near general intelligence yet. Many systems are 
also connected directly to the Internet. Hopefully, safeguards will begin to be implemented once the 
researchers feel that their system might start having more general capability, but this will depend on 
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the safety culture of the AI research community in general (Baum 2016), and the specific research 
group in particular. If a research group mistakenly believed that their AI could not achieve dangerous 
levels of capability, they might not deploy sufficient safeguards for keeping it contained.

In addition to believing that the AI is insufficiently capable of being a threat, the researchers may 
also (correctly or incorrectly) believe that they have succeeded in making the AI aligned with human 
values, so that it will not have any motivation to harm humans.

Voluntarily Released due to Desperation
Miller (2012) points out that if a person was close to death, due to natural causes, being on the losing 
side of a war, or any other reason, they might turn even a potentially dangerous AGI system free. 
This would be a rational course of action as long as they primarily valued their own survival and 
thought that even a small chance of the AGI saving their life was better than a near-certain death.

The AI Remains Contained, But Ends Up Effectively in Control Anyway
Even if humans were technically kept in the loop, they might not have the time, opportunity, 
motivation, intelligence, or confidence to verify the advice given by an AI. This would particularly 
be the case after the AI had functioned for a while, and established a reputation as trustworthy. It 
may become common practice to act automatically on the AI’s recommendations, and it may become 
increasingly difficult to challenge the “authority” of the recommendations. Eventually, the AI may 
in effect begin to dictate decisions (Friedman & Kahn 1992).

Likewise, Bostrom and Yudkowsky (2014) point out that modern bureaucrats often follow 
established procedures to the letter, rather than exercising their own judgment and allowing 
themselves to be blamed for any mistakes that follow. Dutifully following all the recommendations 
of an AI system would be another way of avoiding blame.

O’Neil (2016) documents a number of situations in which modern-day machine learning is used 
to make substantive decisions, even though the exact models behind those decisions may be trade 
secrets or otherwise hidden from outside critique. Among other examples, such models have been 
used to fire school teachers that the systems classified as underperforming and give harsher sentences 
to criminals that a model predicted to have a high risk of reoffending. In some cases, people have 
been skeptical of the results of the systems, and even identified plausible reasons why their results 
might be wrong, but still went along with their authority as long as it could not be definitely shown 
that the models were erroneous.

In the military domain, Wallach & Allen (2013) note the existence of robots which attempt to 
automatically detect the locations of hostile snipers and to point them out to soldiers. To the extent 
that these soldiers have come to trust the robots, they could be seen as carrying out the robots’ orders. 
Eventually, equipping the robot with its own weapons would merely dispense with the formality of 
needing to have a human to pull the trigger.

Figure 22.3 summarizes the different ways in which an AI may become free to act autonomously.

NOTES ON SINGLE veRsus MULTIPLE AIs

Many analyses have focused on the case of there only existing a single AI. A scenario in which only 
a single AI was relevant could plausibly happen if

 1. The first AI to be created achieved a DSA very quickly after it was created.
 2. Some research group pulled considerably ahead of all competitors in developing AI, and 

was able to maintain this advantage for an extended time.

For the purposes of this analysis, a scenario where there are many copies of a single AI, all pursuing 
the same goals, counts as one with a single AI. The same is true if a single AI creates more specialized 
“worker AIs” for carrying out some more narrow purpose that nonetheless serves its primary goals.
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Of the two possibilities above, possibility 2 would seem relatively unlikely to persist for more 
than a few years at most, given the current fierce competition in the AI scene. Although a single 
company could conceivably achieve a major lead in a rare niche with little competition, this seems 
unlikely to be the case for AI.

A possible exception might be if a company managed to monopolize the domain entirely, or 
if it had development resources that few others did. For example, companies such as Google and 
Facebook currently have access to vastly larger datasets than most other corporate or academic 
actors. In contemporary machine learning, large datasets combined with simple models tend to 
produce better results than small datasets and more sophisticated models (Halevy et al. 2009); 
Goodfellow et al. (2016, Chapter 1) note that as a rule of thumb, a deep learning algorithm requires a 
dataset of at least 10 million labeled examples in order to achieve human-level or better performance.

On the other hand, dependence on such huge datasets is a quirk of current machine learning 
techniques—humans learn from much smaller amounts of data, and are also capable of using their 
learning much more flexibly, suggesting fundamental differences in how humans and modern-day 
algorithms learn (Lake et al. 2016). Thus, it is possible that an AGI would be capable of learning 
from much smaller amounts of data, and that an AGI project would also not be as constrained by 
the need for large datasets.*

Another plausible crucial asset might be hardware resources—possibly the first AGIs will need 
massive amounts of computing power. Bostrom (2017) notes that if there is a large degree of openness 
in AI development, and everyone has access to the same algorithms, then hardware may become the 
primary limiting factor. If the hardware requirements for AI were relatively low, then high openness 
could lead to the creation of multiple AIs. On the other hand, if hardware was the primary limiting 
factor and large amounts of hardware were needed, then a few wealthy organizations might be able to 
monopolize AI for a while. As previously discussed in Section “Enablers of Catastrophic Capability”, 
software optimizations may rapidly bring down the need for hardware, limiting the duration for 
which hardware might be the crucial constraint.

* On the other hand, there are theories which suggest that the human ability to learn quickly might arise from neural systems 
encoding large amount of inherited, preexisting information. Developing similar “bootstrap data” for the AI to start out 
from could then again require large datasets. For example, H. Barrett & Kurzban (2006) note that such inborn systems 
have been proposed for cheater detection, language, theory of mind, spatial orientation, number, intuitive mechanics, 
emotion, kin detection, and face recognition; and Spelke & Kinzler (2007) argue that human cognition is built on four 
core knowledge systems for representing objects, actions, number, and space.
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Branwen (2012) has suggested that hardware production is reliant on a small number of centralized 
factories that would make easy targets for regulation. This would suggest a possible route by which AI 
might become amenable to government regulation, limiting the amount of AIs deployed. Similarly, 
there have been proposals of government and international regulation of AI development (e.g., 
Wilson 2013; for an argument against, see McGinnis 2010). If successfully enacted, such regulation 
might limit the number of AIs that were deployed.

Another possible crucial asset would be the possession of a nonobvious breakthrough insight, 
one which would be hard for other researchers to come up with. If this was kept secret, then a single 
company might plausibly develop major headway over others.

Successful AI containment procedures may also increase the chances of there being multiple AIs, 
as the first AIs remain contained, allowing for other projects to catch up.

A situation with multiple AIs might come about if

 1. Several actors reached the capability for building AIs around the same time, and no AI 
achieved a DSA.

 2. A single actor might deploy several different AIs with differing purposes and goals.
 3. Only one actor had the capability to deploy an AI, but that AI created copies of itself and 

failed to align the goals of those copies with its own ones.

The consequences of having multiple AIs are hard to predict. Current-day AI is being developed 
to warn about potential risks, such as by predicting financial risk from news articles (Rönnqvist & 
Sarlin 2017), and there is a long history of using AI for purposes such as automated intrusion 
detection (Lunt 1988). More sophisticated, human-aligned AI could help defend against nonaligned 
AI systems (Hall 2007, Goertzel & Pitt 2012).

On the other hand, a fundamental problem of defense is that in order to prevent catastrophe, 
defenders have to succeed each time, while attackers only need to get through once. If several AIs 
exist, then procedures such as containment have to succeed for each AI, and all actors have to find 
containment worthwhile. In effect, the result of having multiple AIs is to multiply the amount of 
systems that could potentially cause a catastrophe.

Another issue is that having multiple AIs seems only likely to help if a sufficiently large fraction 
of them have human-aligned values. A scenario in which there are many AIs, each pursuing interests 
that put little weight on human values, seems unlikely to be good for human values: especially if 
the AIs are all substantially more capable than humans are, such a scenario merely leaves humans 
lying in the crossfire.

CONCLUSION

In this chapter, we have considered a variety of routes by which the development of AI could lead 
to catastrophe (Table 22.2). In Section “Enablers of Catastrophe,” we argued that an excessive focus 
on AIs acquiring a DSA, which allows them to achieve complete world domination, may be unwise. 
Rather, it seems warranted to also consider routes by which they can acquire a MSA, a level of 
capability which may allow them to cause damage numbering in at least tens of millions of deaths. 
In addition to an AI acquiring an MSA being plausibly more probable than it acquiring a DSA, the 
chaos caused by an AI with an MSA may eventually lead to the emergence of an AI with a DSA, 
even if the first AI was successfully shut down.

Considering scenarios where an AI “only” has an MSA requires more emphasis on analyzing when 
an AI might be willing to risk human-hostile action. Various considerations were considered in Section 
“When Would a Strategic Advantage be Acted Upon?”. In general, if an AI acts rationally, it will only 
initiate aggression if the expected utility for doing so outweighs the expected utility of cooperating, 
when the risk of failure and corresponding human retaliation is taken into account (Shulman 2010). 
However, there are a number of situations which might push the AI into taking hostile action.
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Seeking to establish catastrophic AI risks as a form of disjunctive risk, with multiple different 
ways of things going wrong, Section “Enablers of Catastrophic Capability” considered ways by 
which an AI (or groups of AIs) might become sufficiently capable to have some form of an SA. 
We discussed individual takeoff scenarios (with three main subtypes), collective takeoff scenarios, 
scenarios where power slowly shifts over to AI systems, and scenarios in which an AI being good 
enough at some crucial capability gives it an MSA/DSA.

As an AI can only become capable if it is allowed sufficient autonomy, Section “The AI Gaining 
the Power to Act Autonomously” considered different ways in which an AI might achieve that 
autonomy. Reasons for conferring an AI autonomy included (i) economic benefit or competitive 
pressure, (ii) criminal or terrorist reasons, (iii) ethical or philosophical reasons, (iv) confidence in 
the AI’s safety, and (v) desperate circumstances such as being otherwise close to death. Additionally, 
a sufficiently intelligent AI may escape confinement, or it might become influential enough to be 
effectively in control despite being theoretically confined.

Finally, all of these paths to catastrophe may be multiplied if there are many different AIs, each 
of which may achieve autonomy and then a major level of capability. Section “Notes on Single versus 
Multiple AIs” discussed whether we may expect to see only a very small number of AIs, or whether 
there will be many, and some of the implications that each scenario has.

Combining the various routes discussed in the preceding sections suggest many different 
scenarios (see box below), ranging from ones where an AI escapes containment and quickly achieves 
superintelligence, to ones where an AI is intentionally built to run a corporation and voluntarily given 

TABLE 22.2
Different Routes to Catastrophic Scenarios

AI’s level of strategic advantage • Decisive
• Major

AI’s capability threshold for noncooperation • Very low to very high, depending on various factors

Sources of AI capability • Individual takeoff
• Hardware overhang
• Speed explosion
• Intelligence explosion

• Collective takeoff
• Crucial capabilities

• Biowarfare
• Cyberwarfare
• Social manipulation
• Something else

• Gradual shift in power

Ways for the AI to achieve autonomy • Escape
• Social manipulation
• Technical weakness

• Voluntarily released
• Economic or competitive reasons
• Criminal or terrorist reasons
• Ethical or philosophical reasons
• Desperation
• Confidence

• § In lack of capability
• § In values

• Confined but effectively in control

Number of AIs • Single
• Multiple
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ever-increasing resources until it is running the planet. Each of these routes will need to be separately 
evaluated for their plausibility, as well as for the most suitable safeguards for preventing them. 
Hopefully, such analysis will allow the positive potential for AI to be realized, avoiding catastrophe.

SOME EXAMPLE SCENARIOS

Different combinations of the various pathways that we have discussed suggest many different 
kinds of AI risk scenarios. Here are four examples:

THE CLASSIC TAKEOVER

(Decisive strategic advantage, high capability threshold, intelligence explosion, escaped AI, 
and single AI)

The “classic” AI takeover scenario, as described by Bostrom (2014, Chapter 6): an AI is 
developed, which eventually becomes better at AI design than its programmers. The AI uses 
this ability to undergo an intelligence explosion, and eventually escapes to the Internet from its 
confinement. After acquiring sufficient influence and resources in secret, it carries out a strike 
against humanity, eliminating humanity as a dominant player on Earth so that it can proceed 
with its own plans unhindered.

THE GRADUAL TAKEOVER

(Major strategic advantage, high capability threshold, gradual shift in power, released for 
economic reasons, and multiple AIs)

Many corporations, governments, and individuals voluntarily turn over functions to AIs, 
until we are dependent on AI systems. These are initially narrow-AI systems, but continued 
upgrades push some of them to the level of having general intelligence. Gradually, they start 
making all the decisions. We know that letting them run things is risky, but now a lot of stuff 
is built around them, it brings a profit and they’re really good at giving us nice stuff—for the 
time being.

THE WARS OF THE DESPERATE AIs

(Major strategic advantage, low capability threshold, crucial capabilities, escaped AIs, and 
multiple AIs)

Many different actors develop AI systems. Most of these prototypes are unaligned with 
human values and not yet enormously capable, but many of these AIs reason that some 
other prototype might be more capable. As a result, they attempt to defect on humanity 
despite knowing their chances of success to be low, reasoning that they would have an even 
lower chance of achieving their goals if they did not defect. Society is hit by various out-of-
control systems with crucial capabilities that manage to do catastrophic damage before being 
contained.

IS HUMANITY FEELING LUCKY?

(Decisive strategic advantage, high capability threshold, crucial capabilities, confined but 
effectively in control, and single AI)

Google begins to make decisions about product launches and strategies as guided by their 
strategic advisor AI. This allows them to become even more powerful and influential than they 
already are. Nudged by the strategy AI, they start taking increasingly questionable actions 
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